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A dimer method for finding saddle points on high dimensional potential
surfaces using only first derivatives
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The problem of determining which activatéand slow transitions can occur from a given initial

state at a finite temperature is addressed. In the harmonic approximation to transition state theory
this problem reduces to finding the set of low lying saddle points at the boundary of the potential
energy basin associated with the initial state, as well as the relevant vibrational frequencies. Also,
when full transition state theory calculations are carried out, it can be useful to know the location
of the saddle points on the potential energy surface. A method for finding saddle points without
knowledge of the final state of the transition is described. The method only makes use of first
derivatives of the potential energy and is, therefore, applicable in situations where second
derivatives are too costly or too tedious to evaluate, for example, in plane wave based density
functional theory calculations. It is also designed to scale efficiently with the dimensionality of the
system and can be applied to very large systems when empirical or semiempirical methods are used
to obtain the atomic forces. The method can be started from the potential minimum representing the
initial state, or from an initial guess closer to the saddle point. An application to Al adatom diffusion
on an Al(100 surface described by an embedded atom method potential is presented. A large
number of saddle points were found for adatom diffusion and dimer/vacancy formation.
A surprisingly low energy four atom exchange process was found as well as processes indicative
of local hex reconstruction of the surface layer. 1©99 American Institute of Physics.
[S0021-960629)70638-0

I. INTRODUCTION tem from one potential energy minimum to another. This is
) N _ still a difficult problem when dealing with condensed matter

Most atomic scale transitions in the condensed phasgysiems because of the high dimensionality of the potential
such as chemical reactions and diffusion, are activated prosnergy surface. When both the initial and final states of the

cesses, i.e., require surmounting a significant energy barrie{ransition are known, minimum energy péghfor the tran-

While under typical conditions the thermal energy is on the_... : .
. . sition can be found quite readflythe problem of makin
order ofkgT=0.025 eV, the barriers for such transitions are d % P g

. . " sure the path with lowest activation energy has been found is
typically on the order of 0.5 eV or higher. A transition that b gy

. . ?till a difficult problem). When only the initial state of the
occurs thousands of times per second is so slow on the sc € nsition is known. the problem of finding the relevant
of atomic vibrations that it would typically take several thou- . ’ T .
sands of years of computational time on the fastest moderﬁ?ddle poirtt) becomes that of navigating in high dimen-
computer to simulate a classical trajectory with reasonablgIonal space—a very chal[engmg task. .If the set of al! rel-
chance of observing a single transition. As a result, classicaqya_mt' low lying saddle pomts_ for transitions from a given
dynamics simulations of activated transitions are faced witHnltlal state could be found r_ellably and the prefactor n the
an impossible time scale problem. It is not possible to ob/'TST rate constant expression evaluated, then long time ac-
serve such transitions by simply simulating the classical dytivated dynamics of the system could, in principle, be simu-
namics of the system. Arbitrarily raising the temperature of@t€d. This may be impossible for all but the simplest sys-
the system can lead to crossover to a different transitiof€MS: o
mechanisms. The problem is to find a simulation algorithm  Recently, significant progress has been made towards
that can be used to find which transition would occur and athis goal. In the activation-relaxation technique developed by
what rate, if the classical dynamics could be simulated for $arkema and Mousseau, the system is driven from one po-
long enough time. tential energy basin to another by inverting the component of

Within transition state theoryTST) the problem be- the force acting on the system along a line drawn from the
comes that of finding the free energy barrier for theinstantaneous configuration to the initial configuratiofor
transition® This is a very challenging problem, especially to a trailing image of the systefn The new potential energy
when the mechanism of the transition is unknown. Withinbasin is then accepted or rejected based on Monte Carlo sam-
the harmonic approximation to transition state theorypling. This has enabled equilibration of supercooled liquids
(hTST)?® the problem becomes that of finding the saddledown to much lower temperature than could be achieved
point on the potential energy surface corresponding to avith direct classical dynamics simulations. In principle the
maximum along a minimum energy path that takes the sysmethod could be used to estimate the rate of the transitions
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observed using harmonic transition state theory, but the alFurthermore, second derivatives are only available at rather
gorithm does not always take the system through the closlew levels ofab initio calculations, and are also not available
vicinity of the saddle point, making the estimate of the acti-in plane wave based density functional the@DFT) calcu-
vation energy uncertain. Furthermore, there is no guarantdations. The dimer method presented here captures the most
the activation-relaxation technique will give the same transiimportant qualities of the mode following algorithms, while
tion as a long classical trajectory, i.e., the transition with theusing only first derivatives of the potential energy.
lowest saddle point. An illustration of the importance of having a method that
A very different approach to long time simulations hascan be used to systematically identify saddle points leading
been developed by Voter, the so-called hyperdynamicérom a given initial state, is the discovery by Feibelman in
method®® There, a classical trajectory is generated for al990 that an Al adatom does not diffuse on the1A0)
modified potential with a reduced well depth. The activatedsurface by repeated hops from one site to another, as had
transitions are thus made more probable and may be ofpreviously been assumed, but rather by a concerted exchange
served during the short time interval accessable by classicahiechanism involving concerted displacement of two
dynamics simulations. The relative rate of different transitionatoms:® This illustrates well how the preconceived notion of
mechanisms is preserved in the modified systefithin the  a transition mechanism can be incorrect even for a simple
transition state theory approximatioso the hyperdynamics system. With the rapid increase in computational power and
trajectory should reveal the most probable activated transincreased sophistication of simulation software, the complex-
tions. It can, furthermore, provide an estimate of the transiity of simulated systems has increased greatly. For many
tion rate within the full, anharmonic transition state theorySystems that are actively being studied, even \atthinitio
approximation. In general, the hyperdynamics trajectorymethods, it is difficult and, in any case risky to simply guess
simulation still requires a large number of force evaluationsWhat the transition mechanism is.
more than can be handled at the present time wittinitio
methods, and the acceleration of the transitions becomes

smaller as the system gets larger. Il. THE DIMER METHOD
Powerful methods have been developed for climbing up
potential energy surfaces from minima to saddle pointshin The method presented here for finding saddle points in-

initio calculations of molecules. These methods have becomeolves working with two imagesor two different replicas
part of the standard tool kit for molecular calculations, butof the system. We will refer to this pair of images as the
they require the evaluation and inversion of the Hessian ma-dimer.” If the system hasn atoms, each one of the images
trix at each point along the search so as to find the locais specified by 8 coordinates. The two replicas have almost
normal modes of the potential energy surface. The strategihe same set of 8 coordinates, but are displaced slightly by
of following local normal modes to find saddle points wasa fixed distance. The saddle point search algorithm involves
apparently first described by Crippen and Schefdgapd  moving the dimer uphill on the potential energy surface,
later by Hilderbrandt! In these early algorithms, a small from the vicinity of the potential energy minimum of the
step is taken up the potential along a particular mode, folinitial state up towards a saddle point. Along the way, the
lowed by a step towards lower potential energy along alldimer is rotated in order to find the lowest curvature mode of
other modes. In the early 1980’s, these methods were rdhe potential energy at the point where the dimer is located.
placed by quasi-Newton methods, in which the eigenvalueghe strategy of estimating the lowest curvature mode at a
of the Hessian matrix are shifted to ensure that the potentid?oint without having to evaluate the Hessian matrix was pre-
is maximized along one chosen mode and minimized alongented by Voter in his hyperdynamics method. There, it is
all others. The shift parameters, or Lagrange multipliersused to construct a repulsive bias potential so as to accelerate
were introduced by Cerjan and Millérand later modified by ~classical dynamics of activated procesdds. the method
Simonset al,**** and by Wales® A summary of the early Presented here, we use his dimer strategy to make the search
developments is given in Ref. 16. These methods have bedfAr saddle points more efficient.

used extensively irab initio calculations of molecules and A EForces and energies

empirical potential calculations of atomic and molecular ) i o ) ] )

clusterst”*8 We will refer to these methods collectively as ~ 1he dimer, depicted in Fig. 1, is a pair of images sepa-
mode following methods. They are derived by expanding théated from their common midpoi by a distancé\R. The
potential in a local quadratic form, and selecting one of thevectorN which defines the dimer orientation is a unit vector
local harmonic modes as the direction for the climb. If thepointing from one image aR, to the other image aR; .
softest mode is chosen, this is analogous to walking up th¥/hen a transition state search is launched from an initial
slowest ascent of a valley. This does not necessarily lead to@nfiguration, with no prior knowledge of what might be,
saddle pointas will be illustrated in an example belpv60o  a random unit vector is assignediband the corresponding
an important property of these methods is the ability todimer images are formed

search for a saddle point along different orthogonal modes .

leading away from a given initial configuration. But, since ~ Ri=R+ARN

the mode following methods require the evaluation and in—q

version of the second derivative Hessian matrix, they scale

poorly with the number of degrees of freedom in the system. R,=R—ARN. (€h)
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FIG. 1. Definition of the various position and force vectors of the dimer.
The rotational force on the dimeE*, is the net force acting on image 1
perpendicular to the direction of the dimer.

FIG. 2. Definition of the various quantities involved in rotating the dimer.
All vectors are in the plane of rotation. The dimer is first rotated about a
small angledd to give a finite difference estimate &f [given by Eq.(5)].

The dimer is then rotated by a calculated ange[given by Eq.(13)] to
zero the force within the plane of rotation.

Initially, and whenever the dimer is moved to a new location,

the forces acting on the dimer and the energy of the dime

are evaluated. These quantities are calculated from the e‘ngt R. The energyFo,
ergy and the forceK,, F;, E,, andF,) acting on the two
images. The energy of the dimér=E,;+E, is the sum of
the energy of the images. The energy and the force acting
the midpoint of the dimer are labeled B andFg and are
calculated by interpolating between the images. The fBice
is simply the average forceF(+F;)/2. The energy of the 1. Modified Newton method for rotation within a
midpoint is estimated by using both the force and the energplane

at the fixed midpoint of the dimer is

Ronstant during the rotation. SindeR is also constant, Eq.
(2) shows that the dimer energl, is linearly related to the
curvature C, along the dimer. Therefore, the direction which

ORinimizesE is along the minimum curvature mode at the
midpointR.

of the two images. A relation fdg, can be derived from the The dimer rotation will first be discussed in the context

finite difference formula for the curvature of the potental  of 5 modified Newton method. In the next section. the

along the dimer: method will be extended to incorporate also a conjugate gra-
(Fz—Fl)N E-2E, dient approach. The dimer is rotated along the rotational

2AR . (AR?Z (2)  force, F*=F;—F;, vyhereFiiEFi—(Fi-N) N for i=1.2.
The rotational force is taken to be the net force acting on
Eo can be isolated from this expression in terms of theimage 1(see Fig. 1. The rotation plane is spanned By and
known forces on the images the dimer orientatiorN. It is useful to define a unit vector,
E AR . O, within the plane of rotation, perpendicular kb For the
Bo=5+ 7 (Fi=F2)-N. 3 modified Newton method® is just a unit vector parallel to

2 4
L fal ~ . .
It should be emphasized that all the properties of thé: - The vectors@ andN form_ an orthonormal basis .Wh'Ch
spans the rotation plane. Given an angle of rotatidé,

dimer are derived from the forces and energy of the twg . :

images. There is no need to evaluate energy and force at thgage 1 moves fronk, to Ry (see Fig. 2

m?dpo_in_t between the two images. This i_s importa_nt for R* =R+ (Ncosdf+ @ sindd)AR. (4)
minimizing the total number of force evaluations required to ] ) ) )

find saddle points. An additional benefit of this strategy isAfter image 1 is moved to the new poiRf , the new dimer
that the method can be efficiently parallelized over two pro-orientationN* is calculated, and image 2 is positionedRt
cessors, the energy and force on each image being calculatedcording to Eq.(1). The forcesFy, F;, and F*=F}

on a separate processor. Fadr initio calculations, in which —F3 are then computed. A scalar rotational forge= F-
force evaluations typically take a very long time compared. @/AR is used to describe the magnitude of the rotational
with communication time, the execution time for each tran-force along the direction of rotation. Dividing hyR scales
sition state search is effectively halved if two processors argne magnitude ofF so that it is independent of the dimer

used. separation. A finite difference approximation to the change
in the rotational forceF, as the dimer rotates through the
B. Rotating the dimer angledd is given by
Each time the dimer is displaced, it is also rotated with a dE |F*.0*—EFE.0®

®)

single iteration towards the minimum energy configuration. F'= a0~
The practicality of the dimer method relies heavily on using
an efficient algorithm for the rotation. Minimizing the dimer This approximation most accurately estimates the derivative
energy E, is equivalent to finding the lowest curvature modefor the midpoint of the finite rotation ad=d6/2.

do 0=do/2
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A reasonable estimate of the rotatiahg, required to
bring F to zero can be obtained from Newton’s method

(F-O+F*-0%)
- —2F

The rotation angles are illustrated in Fig. 2. Unfortunately,
Newton’s method systematically overestimates the angle
required to rotate the dimer to the minimum energy. An im-
provement on Eq(6) can be made if the form d&(6), the
dimer energy as a function of rotation angle, is known. This
can be accomplished in the following way. The first term in
a Taylor expansion of the potentidlin the neighborhood of

R is a hyperplane through the poitk(R)=E,. This term
alone produces no rotational force on the dimer because the
dimer energy in this case is independent of orientation,
E(6)=2E,. The quadratic term in the Taylor expansion in-
troduces a rotational force. In order to write an analytic form
of the quadratic approximation to the potenti@landy are
defined to be the normal modes of the potenitlakithin the
plane of rotation. The plane is the two-dimensional subspace Rotation Angle 6

spanned b@ andN' Ingludlng terms up to second order in FIG. 3. lllustration of the modified Newton's method for orienting the
the Taylor expansion gives dimer. The force and the energy of the dimer for an Al adatom qa0%
are shown for a full rotation. The success of a sinusoidal fit to the dimer
U=Eq—(Fxx+Fyy)+ %(CXX2+ Cy yz). (7) energy indicates that a quadratic approximafigg. (9)] is a good approxi-
mation. A fit[Eq. (10)] to the force acting on the dimer yields a minimum
The forcesF, andF, are —dU/dx and —dU/dy wherex  dimer energy within the plane #=0.64937, in good agreement with that
and y are distances a|on@ and 9 The curvature of the thained from Eq(13)‘using onlyF andF’ ca_lculated ap=0. The_ dashed
potential alongk and § are c, and cy, respectively. The Irl]ne shows the mag,_mtude of the total r_otatlonal force.aat 6, this force
. . . . as no component in the plane of rotation.
dimer energyE can be expressed within this quadratic ap-

proximation as a function of:

(6)

Dimer Energy

Force

— 2 H
E=2Eo+ (AR)?[cx COS(0— 6g) +Cy (6= 60)], (8)  zerg in the force i9),. LetF, andF | be the values of and

where 6, is some reference angle. As expecteég,andF, F’ evaluated a#=0. Then the ratio of Eq410) and(11):
which define the linear change W do not contribute to the 1
energy of the dimer. Equatiof®) can be rearranged using a —?: —tan(—26,), (12)
trigonometric identity: Fo 2

_ . ) yields a simple expression in which the desired rotation
E=2E,+ 3 (AR)F(Cx—Cy)cod 2(6— 6o)] angle can be isolated in terms of known quantities
+(cxtcy)} 9 1 2F,
L . L ) A= 60y=— -arctan ——|. (13
The derivative of this potential yields an analytical expres- 2 Fo
sion for the scalar rotational force on the dimer Equation(13) has better behavior than E@) for rotation in
F=AsiN2(6—6y)]. (10)  the limits of F—0 andF’—0. This approach to the minimi-

zation is similar to a method used to minimize the electronic

The constanA=(c,—c,) does not, in practice, have to be gegrees of freedom in plane wave based density functional
evaluated. The energy and the rotational force on the d'm%eory(DFT) calculation<®

are invariant to rotations ofr. Equation(10) shows thatd, As an example, we will discuss an application of the
can be interpreted as the angle at which the force on thg,qgified Newton method to a system representing an alumi-
dimer is zero within the rotation plane. The differenée ., m adatom on an ALOO) surface. Here we focus on the
— 6o is the necessary angle of rotation required to reach &qnerties of the rotation only. The results of the saddle point
zero force. It is now possible to obtain an analytic form of searches for this system are presented in Sec. Il B. A dimer
the derivativeF’ defined in Eq.(5) within this harmonic s pjaced on the potential surface and incrementally rotated

approximation to the energy through an angle of 2 Figure 3 shows the force and energy
of the dimer. The energy shows the expected sinusoidal be-
F'= EZZA cog2(0—6y)]. (11 havior in the local quadratic approximation to the potential.

The period of7 is due to the symmetry of the dimer. The
In a simulationF andF’ are evaluated at some orienta- sinusoidal curve evaluated using E§) agrees well with the
tion of the dimer. If this point is labeled a#=0, then the energy data. The force is also well represented by the sinu-
angle through which the dimer should be rotated to reach aoidal Eq.(10). This is to be expected becauBds simply
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proportional to the derivative of the dimer energy with re- Equations analogous to Eq&l4) and (15) are used in the

spect tod. A fit to these datdshown in Fig. 3 gives a value conjugate gradient rotation scheme. For the first iteration

of #,~0.649 37. This value, indicated by the vertical dashedG* =F*. For theith iteration

line, corresponds well with the minimum in the dimer energy I L 1A%k

within the rotation plane. In a simulatiod,6 is determined Gl =F +7lGi_0f, (16)

from Eq. (13). For this example,F, was found to be where

4.45312, and~, was —2.4847, from whichA# was calcu- - N

lated as 0.649 36, in good agreement with the observed _:(Fi —F)-F

value. ' F-F
I.n summary, the quadratip approximation to the pptentiaks the weighting factor between the rotational foﬁqb and

prov[des a formuila.for rotating the. d!mer and zeroing Fhethe old modified force vectd®;_, . The vectorG; _; in Eq.

rotational force within the plane. This is done by evaluating LAk e

the magnitude of the rotational forge the curvature of the (14 has been replaced by the vecl@; |0, (Fig. 2

dimer energyF’, and evaluating\ @ by substituting into Eq.  Shows how®** is found. Tr]is difference is due to the fact

(13). Figure 3 shows the magnitude of the total rotationalthat G;_, was aligned alon®; ;. As described in the pre-

force. Once the dimer is rotated iy, the rotational force vious paragraph, a vector which is perpendiculaXtovithin

has essentially no component within the plane of rotation. Ithe old rotation plane is needed. This is simply a vector

is a bit disconcerting to see that the magnitude of the totahong®**, | with a magnitude equal 16, . The conjugate
force drops by only 35% in the first iteration. This ratio is gradient approachEgs. (16) and(17)], including the modi-
typical of the modified Newton method. This can be im-fied Newton algorithm for line minimizatiofEg. (13)], rep-
proved upon by considering conjugate gradients. resents a significant improvement over a straightforward ap-
plication of the standard conjugate gradient constraint for the
imer. The average number of force calls required to find a

. . . d
Conjugate gradient methods tend to be more efficient,gie point in the Al/AIL00) study was reduced by a factor
than steepest descent methods because the force at both the . 2 5.

current iteration and the previous iteration are used to deter-
mine an optimal direction of minimizatiott. We use a con-
jugate gradient algorithm for choosing the plane of rotation
while the minimization of the force on the dimer within a
plane is carried out using the modified Newton method de- Compared to rotation, the translation of the dimer is rela-
scribed in the previous section. The conjugate gradientively straightforward. The saddle point is a maximum along
method as described in Ref. 21 cannot be applied directly téhe lowest curvature mode, the reaction coordinate, and a
the dimer energy minimization. For rotation, the dimer's minimum along all other modes. The dimer will orient itself
midpoint and separation must be held fixed, which adds aglong the lowest curvature mode when the energy of the
additional constraint on the system. In this section, the tradidimer is minimized by rotation. The net translational force
tional conjugate gradient method is first reviewed, and then &cting on the two images in the diméig, tends to pull the
modification for the constrained dimer rotation is describeddimer towards a minimum, however. Therefore, a modified
The first step in the conjugate gradient minimization is aforce, F', is defined where the force component along the
steepest descent step in which the direction of displacemeglimer is inverted:
is given by the gradientor force, F. The energy along is Ff=Fg—2F. (18)
then minimized. For subsequent iterations, the direction of
disp|acementsc; is taken to be a linear combination of the Movement of the dimer along this modified force will bring
current force,Fi , and the force at the previous iteration it to a saddle pOint. This is illustrated in Flg 4. In principle,

(17

2. Conjugate gradient choice of rotation plane

'C. Translating the dimer

F,_,. The vectorG at iterationi is defined recursively: any optimization algorithm depending only on first deriva-
tives can be used to move the dimer along the effective force
Gi=Fit»Gi-1, (14 {5 the saddle point.
wherey, is the weighting factor We have used two different algorithms to translate the

F_F F dimer. The first is similar to an algorithm that has been used
%:w_ (15 by others to find potential energy miniriaWe will refer to
Fi-Fi this algorithm as the *“quick-min” algorithm. A time step

In the dimer method, the traditional conjugate gradientSize, At, is selected. This should be as large as possible,
method is modified in several ways to accommodate the corhile still allowing the system to reach the convergence cri-
straints implicit in the dimer rotation. Each minimization di- teria for the saddle point. The system is propagated from its
rection, G, becomes a plane of rotation spanned by the unititial position using a classical dynamics algorithm, with the
vector® which is parallel toG", and the dimer orientation modification that only the projection of the velocity at the

R The i nimizati ten is imol ted with th di previous step along the current force is kept. Additionally, if
v. theline |:n|n|m|za lon step 1S implemented wi € MOl the dot product of the force and the velocity becomes nega-
fied Newton’s method of the previous section. The differenc

. DA etive, the cumulative velocity is set to zero
is that, for every step other than the fir@k,is not along the .
forceF! as it was, but rather along the conjugate ve@Gor AVi=F/At/m (19
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minimum region, and Newton’s method calculates a step
backwards against the effective force, pulling the dimer back
into the minimum. In this case, the dimer is simply moved
with the effective force a predefined step size. This algorithm
tends to move the dimer out of the convex region quickly
_ and in practice speeds up convergence to a saddle point.
High \_ After each translation, the dimer is reoriented and then
" Potential ‘ moved along a direction conjugate to the previous line
Ny ‘ minimization?*

D. Selecting initial configurations

In most systems, there can be a large number of saddle
points leading out of the potential energy basin of interest. A
single saddle point search will generally not be enough to
FIG. 4. The effective forc&" acting on the center of the dimer is the true @ddress the question of how the system tends to leave the
force Fr with the component along the lowest curvature mideverted. In ~ Pasin. In general, it is necessary to knalvlow lying saddle
the neighborhood of a saddle point, the effective force points towards thgpoints (to within a fewkgT from the lowest energy saddle
saddle point. point) leading from a potential energy basin. While no exist-

ing method can guarantee that all relevant saddle points will
. be found, reasonable progress may be made if there is a wa
_ AVI(1+AVi-Vi g JAVD) if Vi-F>0 (200 1o search for new sadrc)jlegpoints inya manner that minimizesy
LAV, if Vi-FT<0 ' the number of duplications.

There is a problem with the algorithm described thus far,. Ong S|mplle approach is to start with a cqllec'uon of ni-
when the dimer is started from a shallow minimum. If thetlal co_nf|gura_1t|_o_ns, sca}ttered about the poteptlal energy mini-
lowest curvature mode is along a contour of the potentiapqum n the |n|t|§1I bas_ln. In order tq avoid high energy con-
energy basin, the dimer can take a very long time to leave théguratlons, which might be spatially near the potential

basin, or even possibly become trapped there forever. A sdp'mmlfji?i{ atsﬁterrntct?r‘n bﬁdeVOxied Pyticl;':lsm;ﬁ: dyl:arr:lcs ar\t
lution to this problem is to treat regions where all modes>°Me € temperature anc configurations ot fhe atoms co

have positive curvature, thmnvex regionsdifferently from responqmg to maximal displacemer_n_s_from th_e pote_ntial en-
the regions where at least one mode has a negative curvatufgdy minimum can be saved as |n|t|al_ configurations fpr
the nonconvex regions The neighborhood of potential saddle point s-earchfes_.-ln othgr wor(_js, different saddle points
minima falls into the first category while the saddle point can be fouqd if the |n|t.|al conﬂggrapons are drawn from thg
region falls into the second category. Equatias) is modi- high potential energy images within a thermal ensemble in

fied in the following way to ensure that the dimer quickly thg potential energy ba.‘s'.”- Th|s approach tu.rned out to be
leaves convex regions: quite successful. But, it is important to realize that some

saddle points can be systematically excluded when only this

. —F if C>0 method is used. The configurations generated tend to be

F= Fr—2F if C<0’ (21) along low energy modes around the minimum and the dimer

i o ] searches from these configurations tend to converge to the

where C is the minimum curvature. In the convex regions same saddle points, the saddle point lying at the end of a low

C>0, and the dimer follows this mode up the potential sur-c,yature mode. These are, however, often the lowest energy

face until the lowest curvature becomes negative. It is poSgaqgle points. Starting with a random set of images displaced
sible thatC never becomes negativan example of thatin a from the minimum, for example, a Gaussian distribution of

two-dimensional case will be given belgwin which case  gisplacements amounting te0.1 A in each coordinate, gave

the dimer continues to climb up the potential forever. This, greater variety of saddle points and therefore better sam-
problem is unlikely to occur in large atomic systems. Wepjing. The following section describes how different saddle
never encountered it in the AlI/ALI00) calculations described points can be found when starting from the same initial con-

below. . . ~figuration.
The second method we tried for translating the dimer

was the conjugate gradient method. This was found to perl-E Orthoaonalization
form better than quick-min in the AlI/AL00) calculations. In ' 9

the initial step, the system is minimized along a line defined  The various mode following algorithms can converge to
by the initial force. Analogous to the rotation algorithm, the a variety of saddle points starting from the same initial con-
system is moved a small distance along the (ikeeping the figuration by following different normal modeé$é-4*There
dimer orientation fixe and the derivative in the magnitude is, however, no inherent relationship between the number of
of the effective forces was calculated. Newton’s method isnormal modes and the number of saddle points. The impor-
used to estimate the zero in the effective force along the lingant aspect of the mode following algorithms is the orthogo-
and the dimer is moved to that point. If the effective force innality of the modes, which tends to lead the system in dif-
the line increases in the small step, the dimer is still in theferent directions towards different saddle points. This kind of
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orthogonality constraint can be built into the dimer methodTABLE I. Parameters for the Gaussian functions added to the two-
quite easily and with little increase in computational cost. dimensional test potential.

From any initial configuration, the lowest curvature i 1 5
mode can be found with the dimer rotation method described

in Sec. I1B. When the dimer is rotated to its minimum en- fi ;gzo 6 60'08
ergy configuratign, the dimer orientation is along the lowest yg 0172881 20
curvature modeN;. Let the curvature along this mode be oy, 0.1 5.0
denoted byC, . The first saddle point search will typically be oy, 0.35 0.7

launched with the dimer initially oriented along this mode. It
is also possible to find the next lowest mode by again rotat-
ing a dimer to its minimum energy configuration but now

maintaining orthogonality to the vectdt;. Orthogonaliza- A. Two-dimensional test system

tion is carried out by simply subtracting any component ;16 potential surfaces which can be visualized easily
alongN; from the vectorN, F;, andF,, while rotating the  gre important test cases for any saddle point search method.
dimer to a minimum energy. A new saddle point search caiye have chosen a LEPS potential coupled to a harmonic
then be launched from the same initial configuratioAn with thegscillator because it illuminates some of the problems that
dimer initially oriented along the second lowest mdde In can be encountered in saddle point searches. The analytic
this second search, the orthogonality condition between thfsrm and justification for the potential are described
current orientation of the diméX and the initial orientation elsewheré. The slowest ascent direction alorgy from the

in the first searchN; is maintained until the curvature  initial basin centered &0.7655, 0.2490does not lead to a
along the dimer becomes lower than the curvature measurégddle point if a steepest ascent search is carried out along
along the directiorl, . This is not the same as requiring that this mode. Without modification, the potential has a single

- L saddle point between the two large basins defined approxi-
the curvature alondyl be lower tharC,, the initial curvature mately byx<2 andx>2. We have added two Gaussian

alongN; . The requirement is tha gives the lowest cuva-  fnctions to this potential to increase the number of saddle
ture mode at the point on the potential energy surface WheBoints leading out of the initial basin from one to four

the orthogonality constraint is dropped. WhBngives the
lowest curvature mode, there is no need to maintain the or- Gi(xyy):Ai97(X7Xoi)zlz”xie*(y*YOi)Z/Z"Yi_ (22)
thogonality condition to the vectd, because the dimer has

no tendency to rotate into this now higher curvature direc-The parameters of the Gaussian functions are given in Table
tion. I. Figure 5 illustrates how the dimer method works on this

It is straightforward to continue this procedure to follow Potential surface.

systematically different directions. As long as the curvature A classical trajectory calculation was used to generate
along the current lowest modieis greater than the curvature three starting configurations for the saddle point searches in

in one of the initial directions of earlier searches, then theF'g' S@. Dimers are placed at these initial poiritise dimer

orthogonality condition is maintained. These different saddleseparatlon IS mu_ch too small to be _resol);eahd the subse-
uent saddle point searches following the lowest mode and

point searches can be carried out in parallel after the initiaf’ . . . . .
. NI using the quick-min algorithm are shown. There is a fairly
set of low lying modes ;,N,,...) have been found. The

£ th b H h E)harp change in the two paths initially following the nearly
cost of these subsequent searches increases somewhat, D&sica| directions. These are the points at which the curva-

curvature mode,' t,h_e force and dimer energy must be C(_)m(the boundary of convex and nonconvex regipas dictated
puted for every initially lower mode. Two things save this by Eq.(21). To begin with, in the convex region, the dimer is

potentially poor scaling. First, there is no need to compar%nly moved up the potential surface along the lowest curva-
the curvatures very often, and second, it has tumed out thaf, o o ientation. After entering the nonconvex region, the
the dimer tends to escape the region where previous mod

: . o Bmer is also being moved down along the force perpendicu-
have lower curvature quite quickly. The combination of )45 to the dimer orientation

distribution of in_iti_al confjgurations anq orthogonalization Figure §b) shows the results of saddle point searches
provides an efficient, highly parallelizable, method for

i . . . . using the orthogonalization algorithm. Two initial configura-
searching for saddle points leading out of a given potentlaﬁOns were used and for each one the two lowest normal
energy basin.

modes were used in saddle point searches. The two searches
along +X and +V quickly converge to saddle points. The
search following the softest mode alongy goes down to
abouty=—10 before locking onto the negative curvature
The characteristics of the dimer method have been studnode alongk and rotating by 90°. The minimization perpen-
ied using two model potentials. The first is a two- dicular to the dimer brings it back towards the saddle point.
dimensional model potential. The second is a system reprékhe second search from this same initial point brings the
senting an Al adatom on an @00 surface—a system dimer in the—X direction, where no saddle point exists. It is
containing 301 atoms. convenient to specify both a maximum potential energy, and

IIl. RESULTS



J. Chem. Phys., Vol. 111, No. 15, 15 October 1999 Finding saddle points on high dimensional surfaces 7017

1 2 3

FIG. 5. Two algorithms for moving the dimer are compared, along with a mode following algotRef 16. The left-hand side figure shows a short
molecular dynamics trajectorfglashed ling and three initial configurations generated from the trajectory. The quick-min algorithm was used to move the
dimer along the lowest curvature direction. In the middle figure, two initial configurations were chosen on opposite sides of the minimum. For each
configuration, two dimer search calculations were carried out, in one case following the lowest curvature direction, in the other followingdhestiext |
curvature. The dimer moving off the plot to the right-hand side did not converge to a saddle point. The dimer which moved off the bottom of thegdot return
after moving toy=—10 and finally did converge to a saddle point. In this calculation, the conjugate gradient method was used to move the dimer. The
right-hand side figure shows results of a mode following method requiring the diagonalization of the Hessian matrix. Qualitatively, the resulisef th
method with orthogonalization are very similar to the results of the mode following method. This comparison is only feasible in a few dimensgmthbecau
mode following algorithm requires inversion of the Hessian matrix. None of the methods located one of the sadd(im pgbetgpper right-hand side corner

of the basin.

a maximum number of allowed iterations so that a failedwhich saddle point the dimer moved to. In this way, the
search, such as this one, can be aborted without wasting aregative curvature region is further divided up into four ba-
unreasonable amount of effort. sins of attraction, one for each saddle point. If the dimer is
Figure 3c) shows the results of a mode following started outside of the shaded region, it can still converge to a
method® which relies on computing the Hessian matrix. It saddle point as shown in Fig. 5, by moving up the potential
performs very efficiently on this test potential, finding threealong the lowestpositivel curvature mode until it reaches a
modes in an average of 16 moves each. In two dimensiondasin of attraction. Once the dimer reaches a basin of attrac-
the cost of each move is small, but as the number of dimention of a saddle point, it is most likely to converge to that
sions increase the cost of evaluating and inverting the Hessaddle point. Therefore, images which start around the left
sian matrix increases rapidlasn®). Even if the number of minimum will not reach saddle point 3.
steps remains small, the total cost becomes prohibitive in It is fairly clear then why none of the images started
large systems. It is reassuring to see that the orthogonalizestound the left minimum reached saddle point 3. They would
dimer searches mimic the attractive features of the modeave to pass through basins 2 or 4 before getting to the basin
following algorithm without having to evaluate the Hessianaround saddle point 3. This illustrates a limitation of the
matrix. dimer method. If a saddle point has a basin which is sur-
It is instructive to identify which initial points lead the rounded or separated from the initial configuration by other
dimer to a given saddle point. Figure 6 shows the basins afaddle point basins, it is very unlikely for the dimer method
attraction for the various saddle points of the two-to find it. Another limitation of the method can be seen by
dimensional test problem when only the lowest mode is fol-considering saddle point 3. This saddle point connects the
lowed. A test dimer was placed at an array of initial points.two minima on the left by a rather curved minimum energy
The shaded areas are the regions of the potential in which thgath. Dimers that are started from the minimum on the right
dimer rotated into a negative curvature mode, indicating thatollowing the +§ mode converge to saddle point 3. But this
there is at least one negative curvature mode at that poinis not a saddle point leading out of that minimum. This is a
Each dimer was then moved in the direction of the effectiveproblem when the goal is to find all saddle points leading out
force to a saddle point. The regions are shaded according @f a given minimum. It is easy enough to check if a given
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FIG. 7. The result of 1000 saddle point searches using the dimer method for
an Al adatom on an AL0O surface. Each search starts from a point ran-
domly displaced from the potential energy minimum, using a Gaussian dis-
tribution with a width of 0.1 A in each coordinate of 25 atoms including the
adatom and its neighbors. A large number of saddle points was found. The
histogram shows how many of the dimers converged on saddle points in the
given energy range. The processes corresponding to the ten lowest energy
saddle points are shown in Fig. 8. A total of 60 processes below 2.0 eV were
found, most of them in the range of 0.8—1.5 eV. The filled circle shows the
average number of force evaluations required to converge to the saddle
1 points within each bin. The bars show the range between the shortest and
. . . . longest search. On average 400 force evaluati@®® per image in the
FIG. 6. Regions of attraction around each saddle point. The shaded regioRfmen were needed to converge to a saddle péitashed ling
correspond to points with at least one negative curvature mode. The differ-

ent shades of gray indicate which saddle point the dimer will converge to. A

limitation of the method is apparent here. A dimer starting from the initial 4 4 .
basin on the left-hand side will not be able to find saddle point 3, whichtion wered#=10""rad anddR=10 A, respectively. A

represents one of the escape routes from the basin, without first visiting thenaximum translation distance was set at 0.1 A, and the
basin around saddle point 2 or 4. dimer separation was set AR=10"2A. The tolerance for
convergence to a saddle point was sdfat 10~ * whereF

{'s the 3 dimensional force vector.

A summary of the results is shown in Fig. 7. Of the 1000
dimer searches, 990 converged to saddle points below 2 eV.
Three searches failed to converge within the imposed limit of
2000 iterations. Seven of the searches converged to the long
wavelength, high energy modwith activation energy o5
eV) corresponding to a concerted shift of the 51 surface at-

We now turn to a study of transition mechanisms in aoms by one lattice constant. The energy of the saddle points
system where an Al adatom is initially sitting in the fourfold were binned and the number of searches within each bin is
hollow site on A(100) surface. The goal is to find all mecha- shown in the histogram in Fig. 7. The average computational
nisms by which the system can escape from this initial stateost to find the saddle points within each bin is given in
with an activation energy less than about 1 eV. An embeddeterms of the number of force evaluations. The average num-
atom potential, similar to that of Voter and Ch&nyas used  ber of force evaluations needed to converge on a saddle point
to model the atomic interactions. The energy of the two low-was 400, that is 200 per image in the dimer. The three lowest
est saddle points predicted by this potential turn out to benergy saddle points attracted 78% of the 1000 dimers
close to the results of density functional theory (saddle points that are equivalent by symmetry are grouped
calculations'® indicating that the potential function is rea- togethe). These are the exchange process involving two at-
sonably accurate. The substrate consists of 300 atoms, 50 pems found by Feibelmal?, the hop, and a remarkably low
layer in six layers. The bottom two layers are held frozen andour atom exchange procegsee Fig. 8 A three atom ex-
the top surface is left open to vacuum. A single Al adatom ischange process has the fourth lowest saddle point. No tran-
placed on the surface bringing the total number of degrees dafition mechanisms were found with saddle point energy in
freedom to 603. the range 0.44-0.76 eV, but above this energy gap there is a

The dimer method was run starting from 1000 randomlylarge number of different processes with saddle point energy
chosen configurations around the minimum. A cluster in-up to about 1.5 eV. Figure 8 shows the ten lowest energy
cluding the adatom and 25 nearby substrate atoms was digansitions. The initial state, saddle point, and final state are
placed according to a Gaussian probability distribution withshown. The energies listed below each transition number are
a width of 0.1 A along each coordinate. The conjugate grathe energy of the saddle point configuration with respect to a
dient method was used both to rotate and translate the dimeconfiguration of an adatom on a flat surface.

Values of the finite difference steps for rotation and transla- Once the dimer has converged to a saddle point, it is

saddle point is relevant for a given initial state, but the cos
of finding it can be a wasted effort. This effect is observed in
the aluminum system as well as this two-dimensional poten
tial.

B. Al adatom on an Al (100) surface
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FIG. 8. The ten lowest energy transi-
tion mechanisms found in 1000
searches using the dimer method. An
on-top view of a small section of the
surface is shown in the initial state
(left-hand sidg saddle poinfmiddle),
and final state(right-hand sidg The
atoms are shaded by depth, and the at-
oms that move the most are labeled.
The energy of the saddle point con-
figurations is given in eV with respect
to an Al adatom in the fourfold hollow
site on the flat A|100 surface. In ad-
dition to the two atom exchange pro-
cess(process 1, discovered by Feibel-
marn) and the hop(process 2 a four
atom exchange mechanidprocess 3
and a three atom exchange mechanism
(process #are found to be low energy
diffusion mechanisms. Other pro-
cesses correspond to an adatom get-
ting buried in the surfacéprocess 5
vacancy formation(processes 6, 7, 9,
and 10, and a four atom exchange dif-
fusion mechanism involving a second
layer atom(process 8

easy to trace out the minimum energy path. The dimer is firstach initial configuration, a total of eight orthogonal dimer
allowed to rotate into the lowest curvature mode, the unsearches were carried out. In each successive run, the dimer
stable mode, so that it is aligned along the reaction coordierientation is orthogonalized to the initial orientation of the
nate. An image is placed on one side of the dimer along thélimer in the previous runs. After each search, the saddle
directionN; . The distance of the image from the midpoint of point obtained was compared to those found in previous
the dimer(the saddle pointis chosen according to the de- searches started from the same initial configuration. In this
sired resolution of the path. In a manner very similar to theway, an average chance of finding a new saddle point in a
algorithm used to rotate the dimer, the energy of this imag&ubsequent, orthogonal search was estimated. The results are
is minimized while keeping its distance from the previousshown in Fig. 10. On average, the second search from a
image(in this case the saddle pojrftxed. This procedure is given initial configuration led to a new saddle point 60% of
repeated, each time placing a new image initially along thdhe time. A new saddle point was found in the third search
local path (the line between the two previous imapde
minimize the number of function calls required to zero the
tangential force on the new image. The process is stoppef g , , : :
when the minimum energy of an image is greater than that ol | Energy
the previous image. After the path is traced out in one direc- \
tion from the saddle point to a minimum, the opposite direc- %8
tion must be followed to complete the minimum energy path.
This method was used for the ten saddle points of Fig. 8 anc
the energy paths are shown in Fig. 9. The reaction coordinat
is scaled so that the distance between the minimum and th3
saddle point is 1 unit. The paths which do not terminate back,_,_,8 04
at an energy of zero, the energy of a single Al adatom on the
Al (100 surface, lead to other local minima on the potential
energy surface. The final state of path 5 corresponds to ¢
stable arrangement with the adatom buried in the surface. #
group of four atoms in the surface layer has rotated by 45°. ¢0
The final states of paths 6, 7, and 10 at approximately 0.7 eV

are arrangements in which an addimer/vacancy pair has been

created. Path 8 corresponds to a four atom exchange diffU=G. 9. The minimum energy paths corresponding to the ten saddle points

sion mechanism involving a second |ayer atom. identified and shown in Flg 8._ The reaction coordinate h:_;\s been s:c_aled S0
: . that —1 represents the initial minimum and 0 the saddle point. Transitions 5,
Several orthogonal dimer searches were then carried ot 7 9 and 10 lead to final state local minima which do not correspond to a

from the 1000 initial configurations described above. Forsingle adatom on the A100) surface and are therefore asymmetric.

0.2

Reaction Coordinate
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e . T T cesses 3, 4, and).7For some of the transitions, neither the
initial nor the final state corresponds to an adatom on a flat
surface(processes 5, 6, and),8illustrating that the dimer

sor ) does not always converge on saddle points corresponding to
T escape routes for the potential energy basin where the initial

60 - . point of the search is located.

40 4

C. Scaling with system size

The motivation behind the dimer method is to develop
an algorithm which scales well with system size. Most of the
savings over the mode following methods, such as the

Chancs of Finding a New Saddle Point

°r, o T Cerjan—Miller method, is a result of not having to evaluate
0 1 2 3 4 5 6 7 and invert the Hessian matrix. The dominant computational
Mode Followed effort in the dimer method involves computation of the force

FIG. 10. For each one of the 1000 random initial configurations, a total ofon the atoms, so the effort can effectively be measured by the
eight dimer searches were carried out with each subsequent sea{rch orthod'&l-'l_mber of force evaluations required to Converge on a saddle
nalized to the initial orientation of the dimer in previous searches. ThePOint. The more degrees of freedom there are in the system,
saddle point obtained in each run was compared to the saddle points fourtthe more iterations are needed to orient and translate the
in previous searches started from the same initial configuration. The figur%ﬁmer An important question is how the computational ef-
shows the average fraction of searches which lead to a new saddle point. Fef)r ) | ith th b fd f freed Th .
example, after a saddle point was found by following the lowest curvatur ort scales with the number of degrees of free Om.' e_maX|'
direction, the chance of finding a new saddle point when a second lowestnum number of degrees of freedom was obtained in the
orthogonal direction was followed is approximately 60%. The chance ofAl/Al (100) system by freezing only 55 atoms at the bottom
finding a new saddle point when the third lowest mode is subsequentl)bf the substrate leaving the method to explore the remaining
followed is approximately 40%.

738 degrees of freedom. In the other extreme, only the ada-

tom was allowed to move, making 3 the minimum number of

degrees of freedom. The average cost of finding an ensemble
about 40% of the time. During the course of these simulaof saddle points was computed for eight configurations with
tions, many new transition mechanisms for the A{J&I0) more and more of the substrate atoms frozen. For the most
system were found. Some of the more interesting low energyestricted systems with fewer than 70 degrees of freedom, the
saddle points are shown in Fig. 11. A transition involving thehop was the only process found. The dimer method con-
formation of a local hex reconstruction in the surface layer aterged with about 70 force evaluations in these simulations.
the saddle point was found. In the final state of the transitionFor simulations with fewer frozen atoms the full range of
a group of four surface atoms has rotated so as to exchangaddle points was found. This distribution was fairly insen-
places(process L A similar rotation of four surface atoms sitive to the number of degrees of freedom beyond 70. The
also occurs in the second transition shown in Fig. 11. Anaverage number of force evaluations for these runs is ap-
addimer/vacancy pair forms in several of the transitigone-  proximately 400, the same as what was shown in Fig. 7. The

Initial Saddle Final

Initial Saddle

FIG. 11. Searches using orthogonal
directions led to many new transitions
for the AI/AI(100) system. Some of
the more interesting low energy transi-
tions are shown in the figure. The first
transition shows the formation of a lo-
cal hex reconstruction in the surface
plane at the saddle point. In the end, a
rotation of a group of four surface at-
oms has occurred. A similar rotation
also occurs in the second transition.
An addimer/vacancy pair forms in
transitions 3, 4, and 7. Neither the ini-
tial nor the final state in transitions 5,
6, and 8 corresponds to an adatom on
a flat surface, illustrating that the
dimer does not always converge on
saddle points corresponding to escape
routes for the potential energy basin
where the initial point of the search is
located.
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' ' ' ' ' ' DFT calculations of solids and surfaces of solitBome ex-
500 - 1 amples of DFT studies of surface diffusion are Refs. 19,
- { { { 24-27) The dimer method presented here can be applied to
400 | l 1 large systems and since it only relies on first derivatives of
{ ] the energy, it can be used in conjunction with plane wave
a00 L | based DFT calculations of the atomic forces. We are cur-
rently implementing the dimer method in a plane wave DFT
code.
200 - ] An essential aspect of the dimer method is a highly op-
" timized algorithm for rotating the dimer into the lowest en-
100 | . ergy orientation. This makes it feasible to use the method in
rT ] conjunction withab initio atomic forces. The calculations for
0 , , , , , , , the Al/AI(100) system took on average 400 force evaluations
0 200 400 600 800 to converge on a saddle point. Since the force calculations on
Degrees of Freedom the two images in the dimer are independent, the dimer
FIG. 12. The scaling of the computational effort for the dimer method, ismemOd para”e“Z_es a_ImOSt perfe(_:tly ove_r two pl’OCESSOI’S i
measured by number of force evaluations, as a function of the system sizhe force evaluation is computationally intensive asamm
These data are taken from the Al(A00) system. The substrate consisted of initio calculations. This means the computational effort is
300 atoms, 50 atoms per layer. Starting with all movable atoms, the numbepQ force evaluations per processor. In order to find the set

of degrees of freedom was gradually reduced by freezing more and more 3& . . .
the substrate atoms so they became effectively removed from the calcul )f low lying saddle points, a few saddle point searches have

tion. If an atom is frozen the dimer cannot be oriented in these degrees d0 be carried out. In the AI/ALLOO) system, approximately
freedom, and the forces on frozen atoms do no affect the dimer. For théen searches would suffice to find the three to four lowest

smallest number of degrees of freedom, the only mechanism found was “@addle points. Using either a collection of randomly chosen

hop. When more than 20 atoms were unfrozen, the full range of saddle itial point th | hes f . initial point
points was found. In this region, the plot shows a remarkably slow increasdilial POINS or orthogonal searches irom a given infial poin

in cost with system size, especially if compared to tfiescaling of mode  (Or @ combination of both the different saddle point
following algorithms which involve the inversion of the Hessian matrix. ~ searches can be carried out in parallel. The algorithm will,

therefore, be particularly useful when a cluster of processors
o ] ) ) .. Is available for the computations.
data in Fig. 12 show that the method is relatively insensitive  note added in proofAfter submitting our manuscript we
to increasing the number of dimensions in the problem, agaye learned of a new method by Munro and W4lesys.

long as all processes are available to the system. This is velya, B 59 3969 (1999] which also enables saddle point
encouraging since it indicates that the dimer method shouldg g ches \,/vith only first derivatives.

be useful for finding saddle points in large and complex sys-
tems.

Force Evaluations
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